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Introduction

Text transmitted on traditional written surfaces is immediately available and transparent to the reader, without any additional steps involved. In contrast to this, any text stored digitally, in whatever format, has to be rendered to the screen (or paper) by correctly interpreting (decoding) the values of 0 and 1 that have been used to prepare (encode) the text. Without this correct interpretation, the result of the decoding will be just illegible garbage that does not make any sense whatsoever.

In order to make this decoding successful, the model, according to which the encoding was done, has to be known at the time of the decoding. Even more importantly, as is true for any digital format, the encoding of text into digital format can not be done without a model of the text. The activity of developing and enhancing a model of the text thus becomes a crucial, foundational activity, laying the groundwork for the actual digitization of texts themselves.

The first fundamental decision that has to be made when devising such a model is to whether to treat the text either just as a series of symbols or as a two-dimensional array of spots of different color spread out over a flat surface. Descendants of the first type of model would lead to a transcribed version of a text (an example of a page is shown in Figure 1), while those of the second type of model would be some kind of facsimile representation of the text, these will be called digital facsimile (see Figure 2). None of these representations is intrinsically superior to the other; they do in fact very nicely complement each other.

Figure 1 An example of a transcribed text

Figure 2 An example of a digital facsimile
If a text is to be used for information retrieval or any other purpose that requires access to its symbolic content, like for example, text analysis or even the creation of a new version with a different layout, it has to be encoded in a way that somehow represents the symbols used to write the text. This requires a reading of the text and is thus always also an interpretation of the text.

While the transcription of a text as a series of symbols is comparatively straightforward in most alphabetical languages, the logographic languages of East-Asia pose specific problems, since exactly this transcription is not a given, but is open to various interpretations and in fact has to be considered part of the research question. It thus needs a model that allows to make these interpretations transparent instead of hiding them in the transcription process, which takes place before the text even gets to the reader. This paper will discuss models used for such a representation and proposes a new working model specific for premodern Chinese text.

It might be tempting to try to avoid the whole issue of legacy character encoding and try to come up with a completely different way to encode characters. One such attempt is the CHISE project\(^1\), which tries to build a whole ontology of characters and character information. In the model discussed here, the encoding is based on Unicode, but an intermediate layer of dereference is introduced as explained below.

In the practice of transcribing primary sources, there is an additional complication through the fact that there might be more than one witness for a text and therefore a collation and analysis of textual variants in other text witnesses might be required. The model will have to be able to account for this.

One last requirement is that it has to be possible to establish and maintain a normalized version of the text in addition to establishing a copy text faithful to the original.

### Preliminaries and Prerequisites

Before starting to describe the proposed new model, some preliminaries and basic assumptions have to be discussed. This involves a very brief description of the model most widely used for transcribing primary sources, but will also involve a brief discussion of the writing system for Chinese and how its basic properties have been reflected in today's most widely used character encoding, Unicode.

**The TEI/XML text model**

Text encoding according to the recommendations of the Text Encoding Initiative (TEI) is today the most widely used format for the creation and processing of texts for research in the Humanities.\(^2\)

In XML, which is the technical basis for the TEI text format, a text is basically seen as a hierarchy of textual content objects, expressed as a hierarchy of XML elements and

---

1 See [The CHISE (CHaracter Information Service Environment) project](http://www.kanji.zinbun.kyoto-u.ac.jp/projects/chise/)

2 It goes without saying that TEI can be used to encode premodern Chinese texts, which is amply demonstrated for example by the texts produced by the Chinese Buddhist Electronic Text Association (CBETA), whose latest release had to be put on a DVD, since even in compressed form, a CD-ROM could not hold the amount of material anymore. The earliest of these texts are nearly 2000 years old.
attributes\(^3\), this is the so-called OHCO (ordered hierarchy of content objects) view of a text. While this provides a powerful model to deal with many aspects of a text and allows the definition of sophisticated vocabularies, there are a few problems that are hard to solve using this model.

One of these problems is that digital texts do in fact require different hierarchical views, depending on the purpose of the creation and the intended processing of the text. There are several ways the TEI attempts to solve this problem, one of them being considering one of the hierarchies in a document as the primary hierarchy (Guidelines, 20.3 Fragmentation and Reconstitution of Virtual Elements). Textual features that do not nest cleanly into this hierarchy are then arbitrarily split into two (or more) parts. and then introducing additional notions, that can be used for example to virtually join elements together, which have been arbitrarily split within the primary hierarchy.

Another way to overcome this problem is by using elements without text content to indicate points in a text, at which features of the 'other' hierarchy starts. A classic example for this is the use of milestones in TEI. Since the main hierarchy of a TEI document is constructed using elements that describe the semantic content of the document (e.g. \texttt{<body>, <div>, <p>}),\(^4\) elements that hold the content of pages and lines can not exist in the same hierarchy. Pages (and columns and lines; these are all generalized into the concept of 'milestones') are thus only indicated by marking the point in the text flow where a new page begins. This makes it possible to work with both hierarchies at the same time, but there is a tradeoff: It prioritizes one hierarchy, thus making it considerably more difficult to retrieve the content of a page, as opposed to the content of, e.g. a paragraph.

There is also another difficulty of a more practical nature, that is, through what procedure the encoded text is created. If text encoding is seen as a process of gaining insight and enhancing the understanding of a text, this will be a circular process that adds more information in several passes through the text. What this means is that the sophistication of the TEI model, while serving the needs of text encoders well in providing the expressive power to encode the features observed in a text, it puts an enormous burden on text encoders, wishing to employ the system for their texts. This seems to be especially true for premodern Chinese texts, where not only the writing system poses additional difficulties, but there is also usually no indication of paragraph or sentence boundaries, punctuation; the only given is the text as it is divided into scrolls, pages and lines. For the purpose of this model then, the main hierarchy in the document is that of the physical representation of the text on the text bearing surface of the witness that is serving as the source for digitization. As the encoding of the text progresses, markers of the points of change in the content hierarchy are inserted, thus gradually bringing this other hierarchy into existence. In some ways this is thus an inversion of the relationship between these hierarchies as they exist in the TEI model. The following discussion will be targetted at requirements of Chinese text and no claims are made about usefulness in other areas.

\(^3\) See for example A. Renear, E. Mylonas, D. Durand. "Refining our notion of what text really is: the problem of overlapping hierarchies". Nancy Ide, Susan Hockey (eds.) 

\(^4\) Earlier versions of the TEI contained elements \texttt{<page>, <col> and <line>} etc, which could be used to construct a concurrent hierarchy that reflects how the text was laid down on the text bearing surface, but these have been removed in the latest release, P5.
The model described in this paper is not intended as a replacement for the TEI text model, but rather as a heuristic, methodological model that allows the creation of a sophisticated text, most likely as the childhood of a text that will prepare it to spend its adult life in a TEI environment.

**Writing System**

The main difficulty with encoding Chinese texts lies in the writing system. Over thousands of years, the script used to write Chinese texts has evolved and has seen many changes in conventions, styles and character usage. The result is thus a rich and deep cultural heritage, which engraves in the writing system memories of a people that values history and memory in a way few others do, resulting in a writing system that contains an open ended, unknown number of distinct characters. Since the beginning of the 20th century, there have been attempts at dealing with this problem from a practical side, by limiting the use of characters in daily life and thus making it possible for the first time to enable more than a tiny elite to acquire enough knowledge of the writing system to participate in a modern society based on the written word, be it application forms, contracts, newspapers or novels.

The last incarnation of the Unicode character set provides almost 75000 Chinese characters. In this case also the definition of what has to be considered a separate character changed significantly during the process of defining these, which has been going on more than 20 years.

Although there are now assigned codepoints for all characters in daily use and even most rare characters that appear in historical sources, there are still problems with the character encoding that are intrinsic to the way it is defined and evolved over the years of its development: unwanted unification and unwanted separation of characters.

- **unwanted unification** Especially in the early phase of the development, when there was only insufficient space set aside and processing memory limited, efforts were made to unify similarly looking character shapes into one codepoint value. This makes it impossible to refer to just one of the character shapes as opposed to the other character shapes also defined with a given codepoint in a universal way.
- **unwanted separation** On the other hand, there are certain codepoints that encode characters of a slightly shape separately; the most famous being 傳.

---

5 The largest dictionary known to this writer contains 85000 characters, but the difficulty here is not really the number of distinct characters, but the question what has to be seen as a character as opposed to a mere variant of another character. We will return to this question.

6 This is anticipating the release of Unicode 5.2, which is scheduled for October 2009 and will add the ‘CJK Extention C’ with 4149 additional characters, bringing the total count to 74386.


8 It would be more precise to talk about glyphs here, but what is really meant is codepoints.

9 In practice, this can be done by specifying one specific font to be used to represent a character. Modern font technology also allows fonts to contain several character shapes for one codepoint and allow a rendering program to select them as needed. There is however no standardized way to do so across applications.
and (U+8AAC) and 説 (U+8AAA); the character shapes in many fonts do indeed look identical for characters in this group, thus making it extremely difficult to consistently only using one of them and avoiding the unwanted other pairs.\textsuperscript{10} • inconsistencies, duplications, wrong assignments\textsuperscript{11} do also exist, but these are not by design and much less disrupting.

While these are annoying problems when dealing with Unicode, it is clear that the advantages of using a universal encoding for all texts far outnumber the problems mentioned here. The strategy adopted here is thus not the development or use of a different encoding system, but rather a strategy to deal with these problems within and on top of Unicode. This will be achieved through a character database and the definition of additional private characters where necessary.

**The process of encoding a character**

It might be useful here to look a bit more carefully into what exactly happens in the process of encoding a character, that is transcribing a character from a source text to its digital equivalent. In an encoded character set, each character that has been assigned to a codepoint can be seen as a kind of platonic, ideal character that stands for any number of real-world, existing character shapes (glyphs), as we see them on a text bearing surface. However, it is impossible to design such an encoded character set in a way that each platonic character is only represented once, since it is in many cases impossible to unambiguously assign one specific glyph shape to only one character, since it is not only the shape, but also meaning and sound that contribute to this assignment and all of these might be dependent on the specifics of area and era as additional conditionals. In the case of the Unicode/ISO 10646 character set, this has led to a development where more and more glyphs that had already been represented as members of the set of glyphs represented by a given character, are now also encoded separately. The result is thus that a given glyph can be logically represented in several sets.

In such a situation, the process of assigning a character code to a given glyph has to look for the set of glyphs that as a whole most closely resemble the given glyph, or, to put it differently, to look for the most specific representation of a given character. If that can not be found, there are in principle two choices:

- to add this glyph (G) to an existing set, encoded by an existing character code (C) and thus in fact extending the set to accommodate this new glyph
- to add a new character code (N) to the system, with this glyph as the most representative of the set of glyphs represented by this character code

The first option makes the assumption G has been recognized as in principle belonging to the set of glyphs represented by C, which assumes knowledge of G and of the set of allowed representatives for C. Since the set of allowed representatives for C is an open set, which is not defined exhaustively in the relevant standards, but only by giving a sample of such representatives, this decision has to be made case by case and can not be generalized\textsuperscript{12}. The second option does not require any knowledge of the character.

\textsuperscript{10} In practice, the only way to deal with this is to preprocess a document with a table that changes the unwanted member of such a pair into the desired one.


\textsuperscript{12} Text encoding is in this respect more of an art than an exact science in that many decisions depend on the encoder. This can and should be made less arbitrary than
beyond this glyph and is the only one available if nothing more is known about this character. The downside is of course that this new character is not integrated into the network of implicit knowledge that is already in the system, through system level character properties and/or a database. It would therefore be wise to provide also a way to add such information together with the character.

![Figure 3 The semantic fields around the character 保 according to the HYDCD](image)

Given this situation, information about the relationship between the characters in the character set has to be maintained. Different types of such relations have to be distinguished:

On the one hand, characters can be seen as mere variants of each other, serving essentially as a replacement for each other. More often, however, such a relationship covers only part of the semantic field of a given character, which makes it necessary to allow for a character to belong to different groups of variant characters, depending on which aspect of its meaning is called upon\(^{13}\). In other cases, the relationship might be due to a phonetic replacement or even error. Dictionaries and commentaries have for a long time collected such information, which has to be taken into account. This type of relationship could be called a generic relationship, which is true for all characters in this set, thus it is a relationship (to use a technical term) on the level of the class of characters, not the instances.

On the other hand, out of all the possible relationships that exist on a class level, or sometimes even in addition to these, for every instance of a character that is not identical with the character in modern usage, the corresponding modern character form needs to be established. While this might not seem necessary for a pure diplomatic transcription of a text, it is necessary to do proper searches and other text analytic tasks. Without this the value of a transcribed version is not much more than a digital facsimile.

---

\(^{13}\) The historic dimension of the development of the writing system towards more specific characters is also playing a role here; what had been written with the same character in earlier texts might be delegated to different characters later on.
Between these two types of relationships, the one completely generic and the other completely tied to the specific instance, it might well be useful to generalize from the instance-specific relationships to relationships that are relevant for the whole text, text corpus or text collection, thus forming a third type of relationship (of which could exist a number of sub-types depending on the scope).

**A new model for encoding Chinese primary sources**

In this paper, a new model is presented, together with a description of an implementation that acts on the model. The model again is described in two parts that are complementing each other, that is a (1) representation of the text and (2) a database of characters.

**Representation of the text**

With respect to the character encoding, the main problem for premodern Chinese texts is that there is a friction between the modern usage, as reflected in the encoding systems available for digital texts, and the characters as they are used in a source text. In order to learn more about the writing system, and better understand the development of character forms and usages, one ideally should not have to rely on modern encoding systems for premodern texts, since they tend to hide exactly the differences that are the object of such a study, but if we are to transcribe the texts digitally, there is in fact hardly another way then to use such a modern encoding system. The only realistic way out is to give up on using character encoding as the only trace of the characters from the written source. This is however not easily achieved, since due to the way text encoding is done at the moment, the character encoding is a given, on which the layer of markup is built. Although there is some support, for example in TEI P5 to reach down into the encoding layer and introduce additional characters through markup, this mechanism is not flexible enough for cases, where the research questions involve investigation of the writing system itself.

The reason character encoding is performed is that this opens the way to computationally simply deal with the symbols encoded and abstract from the idiosyncrasics of the actual written characters. In alphabetical languages, this is very seldom problematic and even for logographic languages, this is only problematic where fundamental questions about the characters themselves need to be answered. On the other side, if character encoding does not provide the stable framework on which the following interpretative layers can be built, something else has to take its place.

The fundamental difference with respect to character encoding in the model proposed here is that first and foremost the location of a position in the text is recorded. Only in a second step is this position than associated with an encoded character that might provisionally serve to represent it.\(^{14}\)

The model proposed here takes one representative edition of a text as a reference edition for digital encoding. This text is seen for the purpose of this model as a sequence of pages (or scrolls or other writing surfaces), which contain a sequence of lines, and the lines again containing a sequence of characters. While there is a provisional transcription into encoded characters, these encoded characters are considered to be preliminary and

---

\(^{14}\) This idea is of course not new, it has been used implicitly in previous work, for example Koichi Yausouka, *Text-Searchable Image and Its Applications* [http://kanji.zinbun.kyoto-u.ac.jp/~yasuoka/publications/2005-01-22.pdf](http://kanji.zinbun.kyoto-u.ac.jp/~yasuoka/publications/2005-01-22.pdf), 2005.
serve mainly as placeholders to mark slots for the positions in the text they fill. The characters used might be replaced by others or further annotated and linked to. The encoding is considered to be mainly positional (that is, identifying a character at a specific position in a text), rather than mainly symbolic (i.e. identifying the symbol that will be used for all such characters in this text).

In addition to the transcribed text of the reference edition, there are additional layers of text, that might contain characters as they are found on other witnesses of the text, or for example a regularized form that reflects modern usage. These layers are considered to be linked positionally through the sequential numbers of the pages, lines and characters (See Figure 5). The number of layers is unlimited, but for practical purposes they are assigned to different categories:

- the new edition to be created
- the reference edition
- editions used for collation
- other editions¹⁵

By convention any character position left empty will be filled by the character in the reference edition, which has to be present for all characters. In addition to these transcribed layers, a digital facsimile of the reference edition is linked to each page. If necessary, a cutout from this digital can be linked to the characters on this position, thus providing a connection between these two different representations of the text. The model also allows for the possibility of linking a digital facsimile of other editions (with possible different page arrangement) to the reference edition¹⁶

---

¹⁵ This category includes for example other electronic transcriptions of the text that are linked to the reference edition to improve the proofreading, but are not in themselves witnesses of the text.

¹⁶ This can become rather complex and may in practice be difficult to realize if there are big differences in the arrangement of text in different sources.
The provisional encoding is by no means the only or final encoding that should be used, its main purpose is simply to occupy the position and show a representative that might stand for the character used at that position. Closer examination of this and other similar characters might bring up other possible candidates.

The transcription of the text is not seen just as a precondition for dealing computationally with the text, but is in itself a means to acquire better understanding of the writing system used to write the text and ultimately the content of the text. To gain an increasingly detailed understanding of the text, a kind of hermeneutical circle has to be performed, consisting of several steps to be performed in sequence.

- for every character that seems doubtful, inintelligible or a non-standard representation, the word intended by this character needs to be established.
- this can be done by
  - looking at the context of the occurrence of this character and compare it with other, similar contexts
  - looking at characters that are similar, either in visual, phonetical or semantic respects
- the result of this research gets registered into the database und thus provides context for future lookups.
- information about context and registered variants becomes only available as the processing of the text progresses, therefore several loops of this activity have to be performed.
- like a hermeneutical circle, this activity is in principle open ended and holds the potential for ever new discoveries and observations.

Through the performing of several loops of proofreading and digesting of different representations of characters, a new understanding of the text and the conventions and ideosyncrasis used to write it is gained.
Quite separate from these layers of textual representation there is an interpretative layer that might be thought to hover over the positional layer; in this layer connections or disconnections between similar or different characters are established and investigations of characters and their contexts is conducted.

**Character database**

The model developed here relies on a database of characters. In this database, relations between characters, their occurrences within the text and among groups of characters are registered.

The groupings of the characters can be organized according to different properties of the characters, thus allowing the researcher to build sets of characters similar in its phonetic, semantic or visual properties. Since the relation to the occurrence of the character in the text is maintained, these relations are never thought to be abstract and generic, but are specific to the text under investigation.

Information in the database is held in two parts. One is holding generalized relations, as they are recorded in dictionaries, here the table of variant characters of the HYDZD and the only Dictionary of Variant Characters compiled by the Taiwanese Ministry of Eductions are used, these are the most comprehensive tables of this kind. This serves as a backdrop for a specific database, which records the relations as they are observed in the text. This information is thus specific to the text it was developed with and the records of the database are always tied to the context the information was abstracted from. Nevertheless, as the number of texts processed with this system increases, and information held for these texts in the databases is aggregated, it is hoped that more general information on the Chinese writing system and its development can be gained, which are not available at the moment.\(^\text{17}\)

The database connects the specific instance of the character, which is registered not with a character code, but with the location of the character within the text, with a generic identifier that is, an encoded representation of the character, if such a representation is available in the encoded character set. If no such representation is available, a private character will be created in order to allow computational processing and representation of this character. In such cases, structural information about the character, as well as an image cut from the digital facsimile is added to the record for this character.

If a suitable representation can be found within the almost 75000 character codes registered in Unicode, there might still be slight differences in appearance that can't be accounted for using the standard glyphs present in the operating system of the used computer. In such cases, and whenever a doubt about this character arises, an image cut from the facsimile representation of the text will be added to the record. The database can thus also be seen as connecting the digital facsimile representation and the transcribed representation of the text.

---

\(^{17}\) It should be noted here, that the development of encoded character sets by necessity predates the creation of textual material using these character sets. This precludes then of course any statistical base that might be used as a guidance in developing such encoded character sets. The results of work using systems such as the one developed here could serve as a guidance for the future development of such character sets.
The Daozang jiyao and its editing environment

The Daozang jiyao

After the Daoist Canon of the Ming period (Zhengtong Daozang, 1445), the Daozang jiyao (Essentials of the Daoist Canon) is the most important collection of Daoist texts. It is by far the largest anthology of premodern Daoist texts and an indispensable source for research on Daoism in the Ming and Qing period (fourteenth to late nineteenth century). Although the collection is chiefly derived from the Ming Canon, it contains more than 100 texts that are not included there and thus is undoubtedly the most valuable collection of Daoist literature of the late imperial period. It features texts on neidan or inner alchemy, cosmology, philosophy, ritual, precepts, commentaries on Buddhist, Confucian and Daoist classics, hagiographic, topographic, epigraphic and literary works, and much else.

At the Institute for Research in Humanities, a project is being conducted under the leadership of Mugitani Kunio, Monica Esposito and Christian Wittern, with the aim to investigate the origin of the collection, but also create a new critical electronic edition and develop the tools for exploring all aspects of its content.

The genesis of this collection is still hardly explored. According to the most common account, often presented even in recent articles and primarily based on Zhao Zongcheng (1995)'s hypothesis (see also Qing Xitai, 1996), it is believed that there are at least three different editions of the Daozang jiyao:

- by Peng Dingqiu (1645-1719) compiled around 1700 and containing 200 titles from the Ming Canon;
- by Jiang Yuanting (Yupu, 1755-1819), who reportedly added 79 texts not contained in the Ming Canon (Weng Dujian, 1935) during the Jiaqing era (1796-1820);
- by He Longxiang and Peng Hanran published in 1906 at the Erxian an of Chengdu (Sichuan) under the name of Chongkan Daozang jiyao (New Edition of the Essentials of the Daoist Canon), and (according to this hypothesis) containing a total of 319 titles.

However as early in 1955, Yoshioka Yoshitoyo in his work entitled Dōkyō kyōten shiron (Historical Studies on Daoist Scriptures) cast doubt on the belief and affirmed that there were only two editions of the Daozang jiyao (number 2 and number 3).

One avenue that might provide new light in this controversy is the establishing of a stemma of existing textual witnesses. This should provide an answer to this question. However, a closely reading and comparing of the existing witnesses is required, as well as a method to computationally compare these versions and calculate the respective closeness of individual witnesses.

Editing environment

The editing environment has been realized as a Web application that can be used from any compatible browser, anywhere on the Internet. One of the reasons for choosing this platform was to be able to allow collaborative editing in a distributed environment, another

18 More on the history of the Daozang jiyao and the projects sponsored by CCK and JSPS can be found at www.daozangjiyao.org.
was the hope to use this interface either directly, or at least most of it for a web-based publication of the texts.

**Mapping to a relational database**

A relational database management system (in this case, PostgreSQL 8.3) has been used to hold the data, while the user interface was developed with the Python-based web application framework Django (post 1.0 SVN version) and the Javascript framework ExtJS. In Django terms, there are two applications, 'textcoll' for holding the textual content and 'chardb' for the character database; these two are glued together with a frontend called 'md'. One of the difficult tasks at the outset was to model the text collection, which has been done in the following tables:

<table>
<thead>
<tr>
<th>Tablename</th>
<th>Kind of information</th>
<th>Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Work</td>
<td>Title of the work, date and other information</td>
<td></td>
</tr>
<tr>
<td>Edition</td>
<td>Information about the edition, Work editor, publication details</td>
<td></td>
</tr>
<tr>
<td>TextPage</td>
<td>Page number, graphical image of the page, serial number of the first character, number of characters</td>
<td>Edition, TextChar</td>
</tr>
<tr>
<td>TextLine</td>
<td>Line number, serial number of the first character, number of characters</td>
<td>TextPage, TextChar</td>
</tr>
<tr>
<td>TextChar</td>
<td>Serial number of character, associated extra information, Unicode value of the character, serial number of previous and next character</td>
<td>TextLine, Edition, TextChar, Interpunction</td>
</tr>
</tbody>
</table>

As can be seen, there is in principle a hierarchical relationship from the Work through Edition, TextPage and TextLine down to the TextChar table, which holds all the information related to the character at this position. It goes without saying that this incurs a tremendous overhead for the storage and processing of a simple text, but it should be kept in mind that this is the equivalent to a raster electron microscope, which tries to study the atomic units of a text, so there has to be some effort for isolating and handling these atomic units. There are some anomalies in the hierarchy, which are for the convenience of processing, which are that through the serial numbers of the first character on pages and lines the TextPage and TextLine tables are linked also to the TextChar table, which also has some internal links to the previous and following character position.

In addition to these tables representing the text and allowing the modelling of its digital representation, there are a few other tables necessary for holding information about the text structure and content, as follows:

<table>
<thead>
<tr>
<th>Tablename</th>
<th>Kind of information</th>
<th>Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute</td>
<td>key, value, note</td>
<td>TextChar (start), TextChar (end), Mark</td>
</tr>
</tbody>
</table>

19 Only tables and information relevant to this discussion are shown, implementation details are ignored to keep the table simple.

20 Information about interpunction or other extra characters attached to this character is held here.
The Mark table provides the tags that can be associated with locations in the text, whereas the Attribute table does provide the actual connection between an instance of a mark and a specific text location, given its start and end TextChar. Interpunction, except for space that is already present in the source text, is held in a separate table, linked to the text from the TextChar; besides the character used to represent the interpunction, the position relative to the character and a category is recorded. Here is a table of the tables in the Chardb, the part of the application that maintains the character database:

<table>
<thead>
<tr>
<th>Tablename</th>
<th>Kind of information</th>
<th>Relations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mark</td>
<td>tag, name, gloss, scope, note, color</td>
<td></td>
</tr>
<tr>
<td>Interpunction</td>
<td>position, category</td>
<td></td>
</tr>
</tbody>
</table>

Groups of characters are built by linking the characters through the Variant table to a CharGroup and declaring thereby membership to that group. Additional properties can be set on Variant and CharGroup. The modelling of semantic is currently done through the definition in the Unihan table; the sound is modelled through the Pinyin table. This is provisional and is awaiting a more thorough solution.

**User Interface**

The user interface is accessed by opening the URL. It requires an account in the web application. Upon login, the user will be presented with the last page visited before leaving the system, like in Figure 6. The initially visible screen space is divided into three parts, at the right is a page as digital facsimile of the text, in the center pane is a transcribed version of this same page, while the left pane holds some administrative functions: There is information about the current page, the user (including a logout button and a possibility to look at a change log), in the second part is a panel for navigating the text collection and finally the bottom left has a multifunction panel for showing additional information and perform other tasks on this text page.

---

21 This is given as one of eight compass positions with the character in question at the center, numbered clockwise and starting in the 'East', that is, after the character.

22 At the moment, the categories are phrase-end, sentence-end and phrase/sentence-start

23 The IDS is a sequence of operators and character parts that together describe how a character is composed.
The main functions for interacting with the text however are not visible here. Most editing actions are performed by clicking or selecting text and through the dialog boxes that pop up following such an action. Figure 7 shows an example of this popup window, in this case the fourth character position in the second line has been clicked, as a visual feedback to remember which character position is the target of the actions taken in this dialog, the character in this position is highlighted. The new window that opened gives in the top line the TextLine of this position, the character and then a number of input boxes. The first input box has the current character for the edition [CK-KZ] which is given in the second box. By providing a different character and selecting a different edition, the user can associate a new reading for another witness of the text, or give a different character to be used in the JYE edition. If the correction or replacement is occurring several times, the scope for this action can be set in the third selection box to be either valid for the current character, for the whole page, or even for the remaining part of the text. Below this line, there are four tabs for further action or inspection; by default it opens to the second tab, which provides a glimpse into the information in the character database for the character at this position. Among other things, the number of occurrences of the character here are given (464) and images of the character as it has been cut from the text. The main part gives additional information about the character, including pronunciation and definition according to the Unihan database. More important however, for the present context, is the ability to maintain character relations here. The information about character variants, that is hold for the character is shown in Figure 8. In this case, the Hanyu da cidian 漢語大字典, on which the initial information is based, has assigned this character to five different groups of characters. For all characters in this group, the Unicode codepoint, number of occurrences in the DZJY, as well as definition

24 The conventions for identifying the edition here is constructed as follows: Currently, there are two edition groups, indicated by CK and YP. The actual edition from within the group is then indicated in the second part of the sigle, in this case it is the Kaozheng reprint of the Chongkan edition CK-KZ. An exception to this scheme is the new regularized edition created here, which will be indicated as JYE.

25 This is mainly to make the editorial process more efficient, under the assumption that only text not yet seen will be touched.

26 This is a database of basic character properties, maintained by the Unicode Consortium.

and pronunciation is given. Characters can be added to groups or deleted from groups, or new groups created as necessary, thus allowing to model this information exactly as is needed for this text collection. In addition to that, to assist the user in distinguishing characters that might be mistaken for each other, it is also possible to register characters to the system which are not cognates of the current character.

Figure 7 The dialog box that appears when a character position in the transcribed text is clicked

Figure 8 Information about 枝 held in the character database

The first tab on this window allows the user to cut an image from the digital facsimile and associate it with the current position in the transcribed text. In addition, this image is also associated with the corresponding character in the character database.

Figure 9 Cutting a character from the text

The next tab on this window allow the user to see all information associated with a character, as shown in Figure 10. Here, a regularized version of the character has been registered for the JYE edition. It is also possible to add further notes to the character into
the textbox to the right. The last tab (not shown), allows for adding or deleting of larger chunks of text.

Figure 10 Detailed information about this text location

Another way to interact with the text is to select a string of characters. The action following a selection can be configured to either copy the selected string to the search box, or to apply markup to the selection, as shown in Figure 11. Currently, this is mostly used to record characters that have been printed smaller as inline notes, but this will also be used for titles, personal names and other items of interest in the text. To record structural elements in the text, like paragraphs, verse lines or section headings, yet another dialog can be used that pops up when clicked on the horizontal bars at the top of a text line (see Figure 12); this assumes however that the features is starting at the beginning of the line.

Figure 11
Context

The discussion here stands in the context of practical experience and theoretical considerations with digital text in Chinese. Some ideas have been pursued and have been discussed in earlier presentations and articles. In particular, in the last several years, I was developing an ontological model\textsuperscript{28} for understanding text from a perspective quite different from the one taken here. The model presented here is meant to complement this from a different perspective, filling some of the gaps in the earlier model.

The work here can also be seen as a continuation of an earlier line of thought, which was concerned with a 'scholarly workbench'; the last incarnation of which was a Filemaker-based application called KanDoku that supported annotation, translation and markup of digital texts. When I tried to implement support for more flexible handling of character representation and variant readings for different text witnesses, I quickly ran into the limitations inherent in that platform. The present work should be seen as aiming in a similar direction, except that this time and attempt has been made to start with a firm foundation. It is planned however, to gradually add more of the possibilities of that earlier KanDoku. Another difference of the present work, to KanDoku is that the latter took as its input a completed TEI P5 compatible digital version of a text, while the former will attempt to produce such a thing as its output (among other things), in fact one of its design goals is to improve the workflow of creating high quality digital edition of text, but hopefully its usefulness will extend beyond that and allow the user to gain new insights into the text itself.

In the Daozang jiyou project, the work was initially done by editing TEI conformant XML files with the XML editor oXygen. This was considered cumbersome and time consuming by the researchers involved, so this editing application has been developed to provide a more convenient interface for performing specific tasks on the text easier than could be done otherwise. It should be noted however, that such a specialization also involves an enormous limitation to what can be done while editing the text, there will therefore be many cases where such a solution can not be applied. It is planned to add a routine to export the texts edited using this interface into TEI conformant XML documents.

\textsuperscript{28} In English, this is presented most detailed in "Digital Text, Meaning and the World : Preliminary considerations for a Knowledgebase of Oriental Studies", in: 東アジアにおける儀礼と刑罰 Ritual and Punishment in East Asia , 2007, pp. 41-58, but more references can be found [here](http://kanji.zinbun.kyoto-u.ac.jp/~wittern/publications/articles/index.html).
As it stands at the moment it is very much work in progress and much of the necessary functionality, for example to visualize textual context in a way that takes into account the several different layers of characters that might be available at a given point in the text. The results that have been achieved so far in the context of work on the Daozang jyao seem to suggest that the work is going in the right direction and is indeed able to open up new avenues for digital texts.